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We live in a digital, mobile world where advanced technology allows businesses to acquire, access, alter, and

create an abundance of data—the majority of which are analyzed through data science.[1] Data science allows data
to be analyzed in a manner a company finds beneficial in many ways. Personal/sensitive data are a big part of the
data these technology- and data-driven resources touch and data scientists, who are currently in an unregulated
profession, analyze. With technology and data becoming increasingly more used in our daily lives, having a
governing set of principles is prudent to ensure they pose no harm.

Public support for smarter technology and applications exists, but sadly, as innovation in technology- and data-
driven products continues to advance, the public’s trust is eroding. People want reassurance that they can trust
these resources. Therefore, it is wise for big data and big tech to adopt an ethical approach to technology
deployment and data practice to strengthen public trust and maintain support for advanced technologies.

To maximize the benefits of these technologies and practices, creating a targeted technology and data practice
code of conduct, endorsed by the C-suite and corporate board, signals to employees and the public that a
company takes its commitment to create and maintain the responsible development, deployment, and use of
technology seriously. This message also shows employees that their employers want them to uphold said
commitment. The government also has a bigger role to play in promoting the responsible development and
deployment of technologies, specifically data-driven technologies and artificial intelligence (AI). Moreover, the
government has a duty to the public to ensure that technology is not developed and deployed in harmful ways.

Compliance remains essential to an organization’s viability. When compliance fails, the public often perceives
every aspect of the organization, including its workforce, as untrustworthy or, worse, corrupt. The compliance
failures of a few can taint an entire organization and harm many innocent people. Undoubtedly, ethical lapses of
giant tech companies, data breaches, and discriminatory AI, which are becoming all too common with the rise of
technological innovations, are unacceptable and avoidable compliance failures. Therefore, the technology
industry and businesses in general need to reassure end users that they are acting in the users’ best interests. A
written technology and data practice code of conduct that governs behavior relating to product design
developments and deployments, as well as data practice, is one way to reassure the public.

A technology and data practice code of conduct is prudent
With the prevalence of technology, every business is now considered a technology company, which places a
responsibility on them to be better in how they deploy technology and handle data. Like universities, which are

starting to adopt a more medicine-like moral compass approach to computer science,[2] other businesses and the
United States government can take a more ethical approach to technology innovations and data practice.
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A medicine-like moral compass approach refers to the important step in becoming a doctor that requires medical
students to take the Hippocratic Oath, which includes a promise to “do no harm.” Moreover, living in a privacy-,
technology-, data-, and algorithm-driven world, where great functionality can coexist with risible data
practices, a company’s use and overall oversight of technology should no longer begin and end with its chief
information (or technology) officer. Rather, the responsibility should now extend up through the C-suite and to

the corporate board,[3] and they should be supported by salient government guidance.

With the increasing importance of advancements in technology and data practice, more action is required. Like
any advancements, it behooves society to ensure such progress does more good than harm. Consistent with other
obligations to end users, employers likely want to promote an understanding to their employees—and earn the
public’s trust—of a commitment to develop and use technological data-driven tools and AI in an ethical,
transparent, and accountable manner. A technology and data practice code of conduct can assist in this endeavor.

A technology and data practice code of conduct serves many purposes, the most significant being to signal a top-
down approach to the ethical, transparent, and accountable development and deployment of engineered
technology products and data practices. Basically, having such a code in place sets the moral compass for
developing technology and data practice. If more companies (especially tech start-ups) consider a technology
and data practice code of conduct approach, it can reassure the public that technology does not have to come with
harmful consequences, and such code can serve as a guide to employees’ decision-making. Incorporating privacy
by design as supported by the International Association of Privacy Professionals and some tech companies is
another promising initiative. However, an important first step and demonstrative commitment to effective
compliance and ethics is a well-written and targeted code of conduct.

App designers, app developers, and employees deserve guidance in their decision-making to innovate (or
procure) in a more thoughtful, transparent, and accountable fashion, with a top-down commitment to creating
(or acquiring) technology in accordance with a company’s values and principles. An effective technology and
data practice code of conduct can represent a pathway to a safe and trusted environment where technology can
continue to flourish in a thoughtful, accountable, ethical, and transparent manner.

Over the years, many of the most meaningful compliance-driven initiatives have been required to have buy-in
from the board and C-suite to be implemented, and they have been necessary to mitigate against harmful
conduct. A technology and data practice code of conduct can guide employees in following a uniform company
vision and mission to build trustworthy engineered products; deploy technology, including platforms,
applications, and so on, responsibly; and handle personal and sensitive data ethically and accountably. Moreover,
it places a greater emphasis on being proactive to mitigate discriminatory AI practices.

Data-driven technologies: First, do no harm; Second, be ethical
The pervasiveness of technology in our daily lives renders timely and paramount the maxim to be ethical in how
technology is developed and used. Transparency is key to being ethical, and it should be part of the fabric of all
technology companies and in the lexicon of every engineer and data scientist.

In practice, businesses must establish ethical guidelines for those developing technologies so they can work
within those guidelines throughout a product’s development, life cycle, and deployment. The frequent ethical
lapses associated with how companies develop, deploy, and use data-consuming technologies—lapses that
dominate media headlines—overwhelmingly support a technology and data practice code of conduct and drive
home C-suite– and corporate board–level support for ethical conduct, transparency, privacy by design, and
accountability in innovation when developing and deploying technology- and data-driven products and AI.
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High-profile ethical lapses and high-risk in-home data harvesting technologies
It is often said in jest that Silicon Valley, unlike the medical profession with an ethic of “first, do no harm,” has
an ethos of “build first, ask forgiveness later.” The belief today is that the Silicon Valley ethos is unsustainable.
This ethos is partly responsible for the ethical lapses we have seen to date, examples of which include giant tech
companies such as Google, Facebook, WhatsApp, and Instagram facing multibillion-dollar fines within hours of
the General Data Protection Regulations taking effect on May 25, 2018. Privacy advocate Max Schrems filed the
complaints against Google, Facebook, Instagram, and Whatsapp through a nonprofit he founded called NOYB –

European Center for Digital Rights (from “none of your business”).[4] Schrems argued that these tech

companies “were acting illegally by forcing users to accept intrusive terms of service or lose access.”[5] Such a
“take-it-or-leave approach,” Schrems said, “violates people’s right under the General Data Protection

Regulations (GDPR) to choose freely whether to allow companies to use their data,”[6] which, noyb.eu argued, is

“‘forced consent.’”[7] However, recent reports are encouraging; for example, Mozilla reports show that last year,
only about a half of products in Mozilla’s “privacy not included” buyer’s guide met Mozilla’s minimum-security

standards. In 2019, about 75% of the products met Mozilla’s minimum-security standards.[8] This indicates that
companies are starting to take consumer privacy and security much more seriously.

In 2018, Facebook estimated that data from 87 million users were shared with Cambridge Analytica through a

psychological survey application that collected users’ personal data without their knowledge. [9] In July 2019,
Facebook agreed to pay $5 billion to the United States Federal Trade Commission (FTC)—the largest privacy fine

in the FTC’s history—to resolve the Cambridge Analytica data scandal;[10] and in December 2019, Brazil imposed

a $1.65 million fine on Facebook and its local unit for their role in said scandal.[11] Though Facebook has reported
making changes to its platform and restricted the information accessible to app developers, more remains to be
done.

Further, findings from a New York Times investigation into how smartphone-resident apps collect location data
exposed “why it’s important for the industry to admit that the ethics of individuals who code and commercialize

technology is as important as the technology’s code itself.”[12] Additionally, homes have become a major frontier
for data harvesting by big tech companies. Our personal data are being scooped up by smart speakers, app-
activated thermostats, and other internet-connected devices. The data being collected through these devices

may prove useful and fairly valuable to product designers, advertisers, governments, and law enforcement.[13]

For example, Amazon’s Echo, animated by the voice assistant Alexa, and Google’s Home, with its Assistant, keep
track of the questions people ask and store recordings of them. Manufacturers can develop a catalog of
information about how people use smart home appliances and devices that communicate with a smartphone or a
central hub (like Echo or Home) and take instructions by voice commands, remote controls, or a touchscreen.
Such devices include ceiling fans made by Hunter Fan; thermostats made by Ecobee, Emerson, and Nest;
Kwikset- and Schlage-branded door locks; and self-steering vacuums from iRobot. However, the ethical lapses
we are experiencing today, together with data harvesting from in-home technologies, scream for technology and
data practice to be governed by a code of conduct directed at technology- and data-driven resources and AI.

It is untenable for makers of smart technology devices to continue to place the onus solely on end users to trudge
through voluminous privacy policies and terms of use so we can learn how the makers will use our information
and how we can control such use. Potentially, a technology and data practice code of conduct, driven from the top
down, can provide greater assurance of commitment and accountability concerning internet-, technology-, and
data-driven products while offering helpful guidance to app designers, app developers, and employees on
making informed and prudent decisions based on sound principles.
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Privacy and technology
Privacy concerns are also on the rise as personal information is collected, processed, and transferred in new ways
that challenge existing legal and social norms. According to a recent PricewaterhouseCoopers survey, 25% of
consumers believe that businesses handle their sensitive personal data responsibly, while a mere 12% of

consumers in 2019 trusted businesses more than they did in 2018.[14] The 2019 Ping Identity survey revealed that

81% of people “would stop engaging with a brand online following a data breach.”[15] The percentage is up

slightly from 78% in 2018, including 25% who would stop interacting with the brand in any capacity.[16] In 2018,

cyberattacks exposed 2.8 billion consumer data records, costing more than $654 billion to US organizations.[17]

With 60% of consumers reporting that they do not feel comfortable when businesses share their data,[18] it is
incumbent upon information technology (IT) to know and understand when information is personal and/or
sensitive and when it describes a person.

Today, IT professionals are expected to be knowledgeable about how privacy plays into their practices and the
daily practices of others around them and with whom they should coordinate to improve privacy throughout
information systems. Therefore, to reduce societal risks and threats to an organization’s IT infrastructure, IT
staff must combine a technical understanding of the available privacy-enabling and privacy-threatening
technology with strategies for managing data through IT governance.

Then and now
Technology- and data-driven innovations now must contend with values produced for better usability, security,
and privacy. Long gone are the days when IT was driven by value derived primarily from improved performance,
better reliability, and stronger integrity—which remain important.

Big tech companies are best suited to take the lead on building trustworthy technology- and data-driven
resources and nondiscriminatory AI, which includes improving privacy. Though it is established and common
practice for developers and researchers to test usability, potential flaws, and security prior to a product going to
market, until recently it was not established or common for technology developers to test for fairness, potential
biases, and ethical implementation, or to take a privacy-by-design approach before a product hits the market or

deploys into the enterprise.[19] However, today it is obligatory for companies building technologies and
supporting applications to fundamentally incorporate principles of ethics, accountability, privacy, and
transparency into their engineering.

Building trust
When Facebook, Google, YouTube, and Twitter are not careful and break the trust of their users, it has a ripple
effect and results in consumers losing trust in advanced technology and the companies that leverage it. A
technology and data practice code of conduct that frowns upon violating consumers’ privacy rights and spreading
lies (disinformation) and misinformation can certainly coexist with advanced technology.

According to Mitchell Baker, chairwoman of Mozilla Corporation, when the public expresses fear and anger over
concerns of “misinformation making money for [big tech and big data] companies…hatred infecting the

internet…and algorithms discriminating against the most vulnerable,”[20] leaders should ask themselves one
question, “How can they make the internet, technology- and data-driven products, and AI not only better but
also trustworthy?” She went on to say that with the work necessary to address the problems with the internet,
protect our privacy, build trustworthy AI, and plug the holes allowing so much hate and misinformation to seep
through the internet into our daily lives, perhaps the simple gesture of introducing a technology and data
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practice code of conduct (with teeth) can go a long way in building end users’ confidence and trust in new
technologies and data practice.

To regain (or, in some instances, gain) public trust and do justice to maintaining effective and comprehensive
compliance with the internet of things and technology, including AI and data practice, a technology and data
practice code of conduct is prudent.

Compliance and technology tomorrow
It is no longer enough to have a broad-based corporate code of conduct that may reference IT and privacy or an IT
policy on operating and safeguarding IT assets, including networks, computers, telephones, access controls,
information, and databases, to mitigate risk and avoid reputational harm. Nor can the buck stop with the chief
information security or technology officer to ensure technology is acquired and deployed in line with
transparency and accountability.

A top-down technology and data practice code of conduct signals, at the highest levels of an organization (C-
suite and board level), a commitment to ethical and responsible conduct in its business operations. Shareholders
and investors share a similar responsibility to ensure companies are operating at a foundational level to avoid
conduct harmful to both the company and the public it serves.

Once a technology and data practice code of conduct is in place, education and reinforcement must follow.
Historically, a compliance program incorporates implementation, developing policies and procedures,
conducting risk assessments, educating employees, and reinforcement. Today, compliance is widespread in most
companies, so adding a component targeted at technology, including AI and data practice (as is already done with
privacy), is not as cumbersome or costly as implementing an overall compliance program. It will, however,
require a degree of time commitment in the initial rollout. Most companies already have many of the essential
elements to create the technology and data practice code of conduct in place and effectively roll it out.

It is advisable to tailor your technology and data practice code of conduct to your specific company needs and
avoid the cookie-cutter approach. Again, most companies already have the key aspects needed to implement a
proper technology and data practice code of conduct in place. They simply need to assemble the diverse
components into a suitable format and then educate employees on its use. Reinforcement should occur annually
and as needed.

Develop and implement a technology and data practice code of conduct
First, take an inventory of your business. The type of business you are in and how you develop or acquire, deploy,
and use technology will determine what a technology and data practice code of conduct should look like for your
business. What is it you want to communicate to your product designers, product developers, technologists,
employees, customers, and consumers about your business?

The Association for Computing Machinery (ACM), a worldwide professional association for the computing
industry, starts its code of ethics with the understanding that public good is the primary consideration in ethical
decision-making. The ACM offers five important recommendations that serve as a starting point for companies
and boards of directors (trustees) concerned with keeping those in their organizations on the path of practicing
good computing ethics. The first step is to ensure you have a specific computing/technology code of ethics, in
addition to the overall code of conduct, at your organization. This article intentionally omits discussion of the
other four steps, but readers may go to http://bit.ly/3aKdYyI to read the ACM’s updated code of ethics.

The ACM believes that the power of computing and technology is so great that it requires its own set of guardrails
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to ensure the impacts of both its proper and improper use are well understood. An effective technology and data
practice code of conduct should embrace this important attribute.

The SysAdmin, Audit, Network, Security (SANS) Institute has an IT code of ethics for security professionals, and
Information Systems Audit and Control Association (ISACA) has a code of professional ethics, which are
resources the C-suite and boards of directors/trustees may find useful in supporting a compliance initiative to
develop and implement an effective technology and data practice code of conduct.

ACM, ISACA, SANS, and similar organizations cannot facilitate or achieve the greatest technological good if C-
suites and corporate directors are not working in tandem to promote a culture of ethical, transparent, and
accountable technology and data practice in their companies. A technology and data practice code of conduct
indicates a commitment to standards and principles that support these attributes.

A technology and data practice code of conduct can follow common code
standards
A code of conduct sets forth a company’s pledge to ensure that its business conduct, operations, leadership, and
workforce are governed by standards and principles that indicate it will function in an ethical manner and within
the company’s identity (e.g., its mission and values). When well written, a code of conduct clarifies an
organization’s mission, values, and principles, linking them to standards of professional conduct. Additionally, a
code of conduct serves as a central guide and reference for employees in supporting their day-to-day decision-
making, especially when the code focuses on specific steps employees should take when faced with difficult
decisions.

Because most employees want to follow the rules and do the right thing but may not know or understand how to
comply with the rules, a good technology and data practice code of conduct can help them do their jobs better.
For example, when considering ethics in technology and data harvesting, it is recommended to include, among
others, the following:

A principle of fair, transparent, and accountable use of technology and data guidelines for procurement of
technology by procurers, enabling procurement decisions to be made in an informed manner;

A review of contracting and procurement arrangements that balance adoption of innovation with
maintaining integrity and security of data; and

A guide to the deployment and use of new technology that complies with ethical conduct.

By no means should the goal of a technology and data practice code of conduct be to seek to stifle access to and
use of innovation. In contrast, such a code should promote and support responsible technology developments
and data practices (especially when such innovation has the ability to improve healthcare diagnoses, treatment,
care coordination, management, experience, and overall outcomes while enhancing efficiencies and economies
of scale in healthcare delivery systems). Therefore, before embarking on developing and implementing a
technology and data practice code of conduct, companies should first identify the technology data-driven
innovations it pursues, including the tools it uses, and evaluate them based on risk levels.

Risk level evaluations do not mean just risk posed to the company as it relates to reputational harm. It also
includes risks to end users and other third parties who could sustain irreparable personal and/or professional
harm if technology developers, implementers, and procurers of technology- and data-driven resources fail to
develop and deploy or acquire and use platforms and applications in a responsible and ethical manner.

Big tech and big data companies, as well as procurers of technology- and data-driven resources, can also take a
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cue from the United Kingdom’s National Health Service’s (Department of Health & Social Care) guidance code of

conduct for data-driven health and care technology,[21] which was updated July 18, 2019. Its code of conduct is
supportive of data-driven innovation, but like the European Union’s General Data Protection Regulation, the
United Kingdom seeks to balance the use of technology and data with transparent, accountable, and ethical
behavior.

Conclusion
Big tech companies like Google, Apple, and Microsoft are taking proactive measures and rethinking their virtual
assistant programs after a steady drip of news reports spurred a backlash. Google suspended human

transcriptions of Assistant audio, later resuming them;[22] Apple now lets users delete their Siri history and opt

out of sharing recordings,[23] and it hired many former contractors to increase its control over human listening;

and Amazon started letting Alexa users opt out of manual reviews of their recordings.[24]

These are all promising signs that things are changing favorably and heading in the right direction. Again, most
of what could be captured in a technology and data practice code of conduct likely exists in a company’s reservoir
of policies and procedures and simply needs to be consolidated into a workable document and rolled out with
training and education.
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